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Abstract. Empirical algorithms for the total absorption coefficient and absorption 
coefficient by pigments for surface waters at 440 nm were developed by applying a 
quadratic formula that combines two spectral ratios of remote-sensing reflectance. For 
total absorption coefficients ranging from 0.02 to 2.0 rn-‘, a goodness of fit was achieved 
between the measured and modeled data with a root-mean-square difference between the 
measured and modeled values for log10 scale (RMSD ,c,F,o) of 0.062 (15.3% for linear 
scale, number of samples N = 63). while RMSD,,,,,,, is 0.111 (29.1% for linear scale, 
N = 126) for pigment absorption (ranging from 0.01 to 1.0 m-l). As alternatives to 
pigment concentration algorithms, the absorption algorithms developed can be applied to 
the coastal zone color scanner and sea-viewing wide-field-of-view sensor data to derive 
inherent optical properties of the ocean. For the same data sets, we also directly related 
the chlorophyll Q concentrations to the spectral ratios and obtained an RMSD,,,,,,, value 
of 0.218 (65.2% for linear scale, N = 120) for concentrations ranging from 0.06 to 50.0 
mg m-j. These results indicate that it is more accurate to estimate the absorption 
coefficients than the pigment concentrations from remotely sensed data. This is likely due 
to the fact that for the broad range of waters studied the pi 

k 
ment-specific absorption 

coefficient at 440 nm ranged from 0.02 to 0.2 mZ (mg chl)- . As an indirect test of the 
algorithms developed, the chlorophyll a concentration algorithm is applied to an 
independent global data set and an RMSD,,,,,,, of 0.191 (55.2% for linear scale, N = 919) 
is obtained. There is no independent global absorption data set available as yet to test the 
absorption algorithms. 

1. Introduction 

Since the late 1970s. many empirical algorithms have been 
developed to estimate chlorophyll CI or pigment concentrations 
in open ocean and coastal waters [!Mnvel a& Prieur, 1977: 

Clark, 1981; Gordon and Morel, lY83: Gordorl et al., 198.31, hut 
only a few algorithms have been developed for optical prop- 
erties of the water. Applying a specific optical property (e.g., 
specific absorption coefficient), those concentrations can, how- 
ever, be converted to absorption and/or attenuation coeffi- 
cients [Gordon and Morel, 1983; Gordon et al.. 1988; Morel. 
198X; Carder et al., 19911. As demonstrated earlier [Austin and 
Petzold, 19X1; Mueller and Trees, 1990: Carder et al.. 19Y2: Lee. 
19941, in-water optical properties can be empirically derived 
from spectral ratios of water-leaving radiance or spectral ratios 
of remote-sensing reflectance in one step. To extend our early 
studies [Carder et al., 1992; Lee, 19941, total absorption coef- 

ficients at 440 nm [a,(440); see Table 1 for symbols used in this 
paper] for the upper water column and those for surface pig- 
ments are empirically related to the spectral ratios of remotc- 
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sensing reflectance at the sea-viewing wide-field-of-view sensor 
(SeaWiFS) bands, which provide alternatives to the pigment 
concentration algorithms [e.g.. Gordon and Morel, 19831 for 

deriving in-water optical information. 
The total absorption coefficient of surface water, which 

dominates the variance of both remote-sensing reflectance and 
diffuse attenuation, is important to many aspects of oceanog- 
raphy (e.g., water-type classification, subsurface light intensity, 
heat flux, etc.). Empirical algorithms for estimating diffuse 
attenuation coefficients from reflectance, based on in-water 
measurements. have been developed [Austin and Petzold, 1981: 
Mueller and Trees, 19901. As the relationship between remote- 
sensing reflectance and absorption only weakly depends on the 
solar elevation [Morel and Gentili, 19931, the spectral ratios of 
remote-sensing reflectance should then be almost independent 
of solar and/or vie\v angles. This suggests that inherent optical 
properties [Preisendorfer, lY7h] such as the total absorption 
coefficients might be derived from the spectral ratios of re- 
mote-sensing reflectance. Since pigment absorption peaks near 
440 nm, the values of n,(440) are empiricall~~ related to vari- 
ous spectral ratios of remote-sensing reflectance in this study. 
Actually. field data show that optical properties at 440 nm and 
other wavelengths [e.g., K,,(440) and K,,(490). ~(440) and 
c (4YO)] are correlated [ilustin ~nrl Petzold. 1986: Voss. 19921. 
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Table 1. Definitions of Symbols 

Symbol Description 

a *,, m’/(mg chl a) 

E,, W nm ’ m ’ 
F 
K,. m ’ 
L,; W m -* nm-’ sr-’ 
L,,, W mm’ nm ’ sr ’ 
L,, W mm2 rim-’ sr-I 
L,,. W mm’ nm-’ sr-’ 
4; 
R,,. srr’ 
i, m 
Pi, 
A, sr-’ 

chlorophyll o specific absorption coefficients 
absorption coefficient of particles 
absorption coefficient of pure seawater 
absorption coefticients of the total, pigment, gelbstoff, and detritus, respectively 
backscattering coefficient 
beam attenuation coefficient 
downwelling irradiance 
surface Fresnel retlectance 
diffuse attenuation coefficient for downwelling irradiance 
radiance reflected from a diffuse reflector 
downwelling sky radiance above the surface 
upwelling radiance above the surface 
water-leaving radiance 
reflectance of a diffuse reflector 
remote-sensing reflectance 
depth 
log,,, of spectral ratio of R,, at wavelength bands i and J 
reflectance of solar glint 
average cosine for downwelling light ,just below the surface 
chlorophyll a concentration 

The pigment absorption coefficient is important for the cal- 
culation of light harvesting by phytoplankton for use in primary 
production models [e.g., Platt and Sathyendranath, 1988; Smith 
et al., 1989: Lee et al., 1996a] and for determination of the 
chlorophyll a/pigment concentrations (e.g., K. L. Carder et al.. 
Semi-analytic MODIS algorithms for chlorophyll a and ab- 
sorption with bio-optical domains based on nitrate-depletion 
temperatures, submitted to Journal of Geophysical Research, 
1998) (hereinafter referred to as submitted manuscript, 1998). 
Traditional remote-sensing methods have estimated pigment 
absorption using the following two steps: (1) derive chlorophyll 
a or pigment concentration from empirical remote-sensing 
algorithms [e.g., Gordon et al., 1983; Morel, 19961 and (2) 
convert the concentration values to absorption values using 
known or assumed chlorophyll-specific absorption coefficients 
[Morel, 198X; Carder et al., 19911. That perhaps accounts for the 
different empirical and semianalytical algorithms developed 
for remote sensing of pigment concentrations [Morel and 
Prieur, 1977; Gordon et al., 1983; Garver and Siegel, 1997; 
Carder et al., submitted manuscript, 19981. We may, however, 
obtain the pigment absorption coefficients directly from the 
remotely measured data as briefly indicated by Lee et al. 
[IY96a]. This type of algorithm may be applied to a wider range 
of oceanic environments than the two-step algorithms, since 
the chlorophyll-specific absorption coefficient is not involved 
and it varies widely from place to place [Morel and Bricaud, 
1981; Sathyendranath et al., 19871. 

Analytical methods have been developed for the derivation 
of oceanic absorption coefficients from above-surface remotc- 
sensing reflectance [Lee, 1994; Lee et al., 1996b] or subsurface 
irradiance refectance [Roesler and Peny, 1995). The methods 
use optimization [Lee et al., lYY6b] or multiple regression 
[Roesler and Peny, 19951 approaches, which require hyperspec- 
tral data and would take a rather long calculation time for 
processing of satellite images. They are, however, more accu- 
rate in decomposing the total absorption coefficients into those 
of pigment and gelbstoff (i.e., yellow substance or colored 
dissolved organic matter). For image-processing purposes, 
more rapid algorithms are needed, though they may be less 
accurate. Recently, Hoge and Lyon [1996] suggested a matrix 
inversion technique. The technique requires, however, pre- 

knowledge of the spectral models of the inherent optical prop- 
erties, and the method has not been tested with field data. 

In this study. empirical algorithms are developed for quickly 
estimating the total and pigment absorption coefficients at 440 
nm by directly relating them to the spectral ratios of remote- 
sensing reflectance at two or three wavelength bands. Table 2 
provides wavelength band information. In order to obtain a 

better goodness of tit between measured and algorithm- 
derived data, we adopt a formula of quadratic polynomials 
using two spectral ratios. With derived absorption coefficients 
at 440 nm, the absorption spectrum for pigment and the total 
in the visible domain can be constructed using the approaches 
of Austin and Petzold [ 19861, Carder et al. [ 19911, Lee [ 19941, 
Bricaud et al. [ 19951, and/or Roesler and Peny [1995]. 

Since regression-based algorithms are only appropriate to 
waters with characteristics similar to those in the development 
data set. we must also evaluate how universal the algorithms 
are that are so derived. As an indirect test of the applicability 
of the developed algorithms to the global ocean. the chloro- 
phyll a (chl a) algorithm was applied to a global chlorophyll 
data set [O’ReiQ et al., 19981 and a root-mean-square differ- 
ence for log,,, scale (RMSD,,,,,,,) of 0.191 (55.2% for linear 
scale, N = 9 19) was obtained. There is no independent ab- 
sorption data set available to test the absorption algorithms 
yet. but the accuracy of the chlorophyll retrievals is consistent 
with the independent algorithms tested by O’Reill~ et al. [1998]. 

2. Approach 

A quadratic type of formula was selected for our empirical 
remote-sensing algorithm for absorption coefficients and pig- 

Table 2. Wavelength Band Definitions 

Band Wavelength. nm 

1 310 
2 340 
3 490 
4 510 
5 555 
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Table 3. Data Information 

Cruise Area Time Data 
Maximum Number 

of Data Pairs 

MB 
MLML 2 
CP9204 
GOMEX 
COLOR 
TN042 

Monterey Bay 
North Atlantic 
Gulf of Mexico 
Gulf of Mexico 
Gulf of Mexico 
Arabian Sea 

Sept., Oct. 1989 
Aug. lYY1 
Oct. 1092 
April 1YY3 
June 1993 
Nov.-Dec. 1994 

BER Bering Sea April 1996 

See Table 1 for variable definitions. 

R,.,, a,, am, [chl a I 9 

R,.,, a,,,. [chl a] 10 

R,,, a+. lchl al 17 

R,,, a,, a,l,, [chl al 2s 
R,,, a,. a,,, [chl al 14 

R,,, a,. a,,,. [chl al 20 
R,.,, a,,,, [chl al 35 

ment concentrations, based upon its performance, heuristical 
arguments by Aiken et nl. [1995], and arguments by O’Reilly et 
al. [199X]. We use two spectral ratios in the calculation to 
increase the range of algorithm sensitivity to both high- and 
low-absorption values. The calculations take the form, 

log,,, (Q) = A,, + A IP,, + A,P; + B,P,, + BIP;,> (1) 

where Q represents the quantities 0,,,~(440), K,,, or [chl u]. 
Subscripts t and 4 are for total water constituents and pig- 
ments, respectively; P,,.~, is the log,,, transform of spectral 
ratio of remote-sensing reflectance R,., at two wavelengths to 
provide sensitivity over several orders of variation. Thus 

(2) 
A and B values in (1) are the derived regression coefficients for 
each quantity (2, The second-order polynomial with two spec- 
tral ratios not only provides sensitivity over a wide range of 
water types but also helps separate the effects of gclbstoff 
absorption from that of phytoplankton pigments. 

3. Data Sets and Measurements 

Data used in this study came from a variety of oceanic and 
coastal environments, with a wide range of water types. Table 
3 provides the time and location information regarding these 
data, while Figure 1 shows the locations on a global map. 

For each station, remote-sensing reflectance. total absorp- 
tion coefficients of the upper water column, pigment absorp- 
tion coefficients, and chlorophyll a concentrations of water 
samples were measured. Methods for each measurement are 

briefly described below. 

3.1. Remote-Sensing Reflectance R,(A) 

R,., is defined as the ratio of the water-leaving radiance L, 
to the downwelling irradiance E,, just above the surface [CLIP- 
er LIIZ~ Steward, 19851. As L,, cannot be directly measured from 
above the surface, R,., was determined by correcting for the 
surface-reflected skylight and solar glint from the measured 
above-surface total reflectance, using a method extending the 
approach of Carder and Steward [ 19851. Briefly, for each field 
station. using a Spectron Engineering spectroradiometer 
(Spectron model SE-590) a series (normally three to five 
scans) of upwelling radiance above the surface [L,,(O’, O,,, 
cp)] and downwelling sky radiance (L,,,.(f)‘. q)) data were 
collected. with fI,, - 30” from nadir and cp about 90” from the 
solar plane. Sky radiance was measured in the same plane as 
L,,(O+) but from a direction of 0’ - 30” from zenith. Down- 
welling irradiance was derived by measuring the radiance L,; 

reflected from a standard diffuse reflector (Spectralon). For 
each of the collected scans. total remote-sensing reflectance 
T,, and sky input S,, were derived through 

where R,,. is the reflectance of the diffuse reflector (-10%). 
In order to reduce the influence of the uneven sea surface, 

averages of T,.,, and S,., were derived from the measured T,., 
and S,., curves, respectively. From the averaged T,., and S,.,, 
R,., is derived by the following formula: 

R,,(A) = T,,(A) - FS,,(A) - A (4) 

where F is surface Frcsnel reflectance (0.022 for 0, - 30”); A 
is for solar glint effects and is determined by assuming 
R,,(750) = 0 for open ocean waters or iteratively estimated 

for coastal turbid waters [Lee et ul., 1996~1. 

3.2. Total Absorption Coefficient a,(A) 

In our field measurements, there was no instrument to mea- 
sure the in situ total absorption coefficient. The vertical pro- 
files of the downwelling and upwelling irradiance, however, 
were measured. Recently. Gordon nrzd Boynton [1997] sug- 
gested a Monte Carlo approach to derive the total absorption 
coefficients from the irradiance profiles. The method provided 
accurate retrieval of the total absorption coefficients for the 
computer simulated data but has not been tested in the natural 
field. 

As indicated by Lee et al. [1996b]. we derived the total 
absorption coefficient from the downwelling diffuse attenua- 

tion coefficient of the upper water column, using a simplified 
analytical formula similar to that of Morel utzd Prieur [l975]. 
Basically. from Monte Carlo simulations [Gordon, lY89. equa- 

tions (9) and (IO)], 

u,(h) + h,,(h) =fp,,(O, A)K,,(Al. (5) 

where K,, is the downwelling diffuse attenuation coefticient; 
CL,,, the average cosine for downwelling light. is the ratio of 
downwelling photons passing through a horizontal area X to 
the downwelling photons passing through a sphere of cross 
section X; pL,,(O, A) is the j.~~, value evaluated just beneath the 
surface for wavelength X [Gordon. 19891. For Sun angles vary- 
ing from 0 to 70” from zenith, p,,(O, 44O)ip,(O, 550) varied 
by, at most. about 5% (Figure 2 and Gordorl 11989, Table 3]), 
which suggests p,,(O. A) is a weak function of wavelength 
[Morel and Prieur, 19751. For clear-sky days, p<,(O) approxi- 
mates cos(j) [Gordon, 19891, where j is the subsurface solar 
zenith angle. Here ,f is a factor to account for the possible 
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Figure 1. Data locations. 

changes of the average cosine with increasing depth. For sub- 
surface Kd, f is about 1.0395 [Gordon, 19891, and it is about 
0.93 for the average K, of the entire euphotic zone. 

From Morel and Gentili [1993], for most coastal and oceanic 
waters, 

or 

b, = 20.Oa,R,,. 

Thus, at least to first order, 

a,(A) = 
f~c/(O) K,(A) 

1 + 20.OR,(h) ’ 

Therefore K, and ~~(0) must be estimated in order to derive 
a, using (8), given an R, measurement. 

The process of deriving Kd is similar to that given by Smith 
and Baker [1981]. Briefly, for the upper water column, 

Ed(Z) = EJ o-)e +=, (9) 

In[E,(z)] = In[E,(O-)] - K,z. (10) 

There are only two unknowns, En’(OP) and K,, in (10). 

However, owing to effects from wave focusing and ship shadow 

[Gordon, 19851, the measured E&Z) and z include errors as- 

sociated with the field, so we cannot simply use values from two 

depths to derive K, and E,,(O-). In order to reduce those 

influences, linear regression between In[E,,(z)] and z was per- 

formed for the surface layer. The regression results provide 

L 
Since clear-sky days are not always available for field mea- 

surements and there is some influence due to the ship presence 

[Gordon, 19851, it is not always easy to get the correct ~~(0) 

for all field situations. In this case, to calculate a, using (8) an 

effective j~[ =fj+(O)] for each station was derived by forcing 

the K,-derived a,(A) to match a,(h) + a,,(A) for A in the 

range of 620-660 nm, where the total absorption coefficients 

are dominated by the water molecules. In this way, errors due 

to sea-surface roughness and ship presence can be reduced, 

and j.~~ can be estimated for patchy cloudy days when the 

subsurface angle j is uncertain. The a,( A) values of Smith and 
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Figure 2. Ratios of subsurface downwelling average cosine at 440 and 550 nm for different Sun angles 
(based on Gordon [1989]). 

Baker [1981] were used along with measured a,,( A). For most 
ocean waters, gelbstoff absorption is negligible for A > 620 nm. 

The vertical profiles of the downwelling irradiance [Ed(z)] 
were measured using a Biospherical Instruments MER (model 
1048A), which was deployed about 5 m away from the ship to 
reduce the ship-shadow effects [Mueller and Austin, 19921. An 
added advantage of using K,, to measure a, is that K, can be 
determined over a long path length (e.g., 10-15 m) for ex- 
tremely clear waters where absorption coefficients as small as 
0.02 m-’ must be quantified. 

a, = up - ad. (11) 

3.4. Chlorophyll a Concentration [chl a] 

Concentrations of chlorophyll a were measured fluorometri- 
cally from collected surface water samples, using the standard 
acidification technique [Yentsch and Menzel, 1963; Holm- 
Hansen and Riemann, 19781 on a Turner Designs lo-AU flu- 
orometer. For details, see Bissett et al. [1997]. 

4. Results and Discussion 

3.3. Pigment Absorption Coefficient a,(A) Statistical analyses were performed between the log,, trans- 

The a+(A) was measured following the SeaWiFS protocols 
forms of the parameters of interest and the log,,, transforms of 

[Mueller and Austin, 19921. Basically, water samples were col- 
the spectral ratios of the remote-sensing reflectance. Results 

lected from the surface layer (about 5 m below surface). The 
are presented in Table 4. The coefficients (values of A and B) 

method described by Mitchell and Kiefer [1988] was used to 
of the empirical algorithms for a,(440), a,(440), and [chl a] 

measure the particle absorption coefficients on Whatman 
were derived when RMSD,,,,,, (root-mean-square difference 

glass-fiber (GFIF) filter pads (a,), and the method developed 
in log,,, scale) was minimized. RMSD,,p,,, was calculated as 

by Kishino et al. [ 19851 and modified by Roesler et al. [ 19891 was 
used to measure the detritus absorption on the pad (ad) in 
order to calculate the phytoplankton absorption coefficient a +. RMSD,,,,,, = 

I”‘=, [log,,, (QP”) - log,,, (QZ”‘)12 

N 3 (12) 
The “0 factor” from Bricaud and Strumski [1990, equation (2)], 

\ 

for the correction of the optical-path elongation due to filter- where superscripts “reg” and “mea” indicate values deter- 

pad multiple scattering, was used for the calculations of ap and mined using the regression equation and measurements, re- 

ad. The measured a,(A) or a,[(A) spectra were derived by spectively, and which suggests the difference in linear scale is 

adjusting the calculated a,,(A) or a,(A) until ~~(780) = 0 or 
~~(780) = 0, respectively. The difference between the parti- 

E = 1 ORMSDIC~~III _ 1 
(13) 

cle and detrital absorption coefficients provided the absorption Here Q, is the nth value of the quantity Q [e.g., a,(440), etc.] 
coefficient of phytoplankton pigments a b: and N is the total number of Q values in the study. The above 

Table 4. Linear Correlation Coefficients r2 Between the Variables and the Ratios After 
log,,, Transformation 

PlS PZS P3S P45 N 

log,,, [a,(440)1 0.928 0.963 0.975 0.978 63 
bh [a+(440)1 0.711 0.810 0.901 0.916 126 
log,,, (chl a) 0.760 0.830 0.883 0.868 120 

N is number of samples. 
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Figure 3. Total absorption coefficient ~~(440) versus spectral ratios of remote-sensing reflectance R,.,. 

method of difference calculation provides a measure of good- 
ness of fit between the measured and modeled data, with an 
emphasis that an equally large fractional error occurs for un- 
derestimation and for overestimation over the entire large 

range of individual values. For example, differences are the 

same (RMS%,l,l = 0.477) for Qsg/Q,y” = 113 and for 
QpE/Q;‘” = 3.0. However, traditional linear root-mean- 
square error estimates 67% for Qrg/Q,y” = l/3 and 200% for 

Q:g/Q:c" = 3.0, indicating that overestimates contribute 
much more to the error than underestimates. 

4.1. Total Absorption Coefficient at 440 nm, a,(440) 

From Table 4 and Figure 3, it is interesting to note that 
with ~~(440) values ranging over 2 orders of magnitude, 
log,,, [a,(440)] was highly correlated with all pi, but most 
significantly with pss and pds. This probably expresses the fact 
that for very absorbing waters, R,,(410) and R,,,(440) are 
very close to zero, where increases in absorption make a neg- 
ligible change on R,,y(A) values relative to any noise in the 
data. We refer to this as algorithm saturation. On the other 
hand, for very low absorption values, R,,,(4 10) and R,,( 440) 
are much more sensitive to changes in absorption than are 
R,,(490) and R,,(510). Also note that the log,,, [a,(440)] 
and pZ, values are not exactly linearly related but appear curved 
about values of ~~(440) = 0.2 m-‘. This suggests that two 
different a,(440) algorithms might need to be developed if we 
just linearly relate log,,, [a,(440)] to the log,, of one spectral 
ratio. Comparing the correlation coefficients r2 of log,,, 

[a+(440)] versus pi, and that of log,,, [a,(440)] versus p,, 
clearly indicates that remote-seqsing signals are a strong func- 
tion of the total absorption but a weaker function of an indi- 
vidual component. Regarding the lower r2 values for log,,, 

[a,(440)] versus pls, most of the disagreement occurred when 
pls was small or where R,,( 410) was small for highly absorbing 
coastal waters, suggesting algorithm saturation. 

To examine algorithm forms more amenable to the curva- 
ture expressed in Figure 3 and less sensitive to algorithm sat- 
uration, we used (l), combining pZs and pX4. An a,(440) algo- 
rithm was derived as 

a,(440) = lo- 0 ~,:1~,3.s31,,1~-~ll.7isp~i~ I .Jh9p;i+?.375p;, 
(14) 

with RMSD,,,,,,, = 0.062 (E = 15.3%). Also, by combination of 
pxs and pj5, we obtain 

a,(440) = lo- --. /I652 “ I’Xlp-0 i?(lp~,+ll.X2~prl+3.Xj(lp3i 
(15) 

with RMSD,,,,,, = 0.062 (E = 15.3%), too. 
The residual difference includes both errors from the deri- 

vation of a,(440) [e.g., (X)] and those associated with the 
empirical approach used here. Figure 6a shows measured 
a,(440) values versus those determined using (14). 

When only either p3s or pds ratios exist, we obtain 

a,(440) = lo- 0 h19- I ‘xl9p,i+,~ mop:, 

with RMSD,,,,,,, = 0.068 (s = 16.9%), or 

(16) 
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Figure 4. Pigment absorption coefficient a,(440) versus spectral ratios of R,,. (Three points (squares) 
were not used in the algorithm development.) 

a,(440) = lo- ,, h,,O-2.8, Ip,>+li.i>4?pj> 
(17) 

with RMSD,,,,,, = 0.075 (E = 18.9%). These results indicate 

the improvement in empirically fitting the measured data by 
the combination of two ratios, though the quadratic polyno- 

mial and the two ratios make (14) appear more complicated 
than any simple linear regression. 

If we drop the second-order term polynomial in (16) or (I 7), 

larger RMSD,,,,,,, values result. For instance, RMSD,,,,,,, = 

0.080 (E = 20.2%) in using pi without the second-order poly- 
nomial, which suggests a 17.6% increase in RMSD,,,,,,, values 
compared with (16) or 19.5% increase in F values. Combina- 
tions of three or more spectral ratios were tested, but no 
significant improvement was found in reducing the value of 

RMS%,,,w 
Comparing the RMSD,,,,,,, values obtained with (14)-( 17), 

we see that the ratio pJs is quite a good indicator of u,(440). 
Considering the wide variety of waters covered, a value of 
0.062 for RMSD,,,,,,, (15.3% for linear scale; see (14)) is quite 

small, which suggests possible applications of (14) or (15) to 
different parts of the world ocean, Heuristically, (14) is more 
sensitive to variations in clear waters, while (15) is more sen- 
sitive to variations in eutrophic waters. 

In earlier studies, it was found that diffuse attenuation co- 
efficients were empirically related to ratios of water-leaving 
radiance [Austin and Petzold, 1981; MLLeller and Trees, 19901, 
using a formula such as 

L<(A,) n 
K(h) = A L,,(hJ [ I (18) 

On the basis of the definition of R,,, [Gordon et al., 1980; 
Carder and Steward, 19851, (1X) can be expressed as 

K(A) =A 
&(A,) EdA,) ’ 
~~ 1 R,.,(AI) E,,(AJ ’ (19) 

Since K(A) and E,,( A ,)IE,(A,) each is affected differently by 
the distribution of the subsurface light field [Gordon, 1989; 
Kirk, 1984, 19911, we may expect more data scatter (less cor- 
relation) in the K versus L, approach (equation (18)) than in 
the a, versus R,, approach. This conclusion is supported by the 
data sets of this study, where the smallest RMSD,,,,:,,, value 
obtained was 0.089 (22.7% in linear scale) for K,,(440) by 
using (l), whereas it is 0.062 for (14) or (15). 

4.2. Pigment Absorption Coefficient at 440 nm, a&(440) 

For a&(440) values ranging from 0.01 to 1.0 m-‘, log,,, 
[a +( 440)] values were more highly correlated with ps5 and pds 
than with pls and pzs (Figure 4 and Table 4). This is likely due 
to the greater gelbstoff influence on p,s and p2s than on p3s and 
pasr especially as many of the water samples came from “case 
2” waters [Gordon and Morel, 19831. 

For this study, an empirical algorithm for ~~(440) is ob- 
tained by a combination of p25 and p3s, 
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Figure 5. Chlorophyll a concentrations [chl a] versus the spectral ratios of R,,. (One point) (square) was 
not used in algorithm development.) 

a&,(440) = lo- o ‘)I’)+ I 037,,2i-0 Ioif,;,-3..5.31p;,~ I i’Yp~< 
(20) 

with RMSD,,,,,, = 0.111 (c = 29.1%). Figure 6b shows mea- 
sured a,,(440) values versus those determined using (20). This 
indicates that although individually, pi5 or pJ5 is more highly 
correlated with log,,, [a,(440)], the combination of pls and 

pX5 compensates for some of the gelbstoff influence and pro- 
vides more sensitivity to a +( 440) for clear waters, 

Not surprisingly. we got a larger RMSD,,,,,,, value for 

a ,(440) than for a,(440), because p,, values are affected by 
all absorbing components in the water. By definition [Gordon 
et al., 1980; Curder et al., 19911, 

a,(A) = a,,(A) + a,(A) + a,(A) + a,,(h). (2 1 

The derivation of ~~~(440) from remote-sensing data is a re- 

sult of spectrally decomposing ~~(440). For the same ~~(440) 
values. however, we can have quite different mixtures of 
a +,( 440) and Q~( 440) values, especially for non-“case I” wa- 
ters [Gordon and More/, 19831. where, in theory, little correla- 
tion between n,,(440) and a,(440) would be expected. 

The greater RMSD,,,,,,, value for the a,(440) algorithm is 

partly due to natural variations of the /3 factor used in a +( 440) 
measurements. As pointed out by many researchers [e.g., 
Mitchell and Kiefer. 1988; Bricaud and Stramski. 1990: Nelson 
and Robertson, 1993; Moore et al., 19951, /3 factors vary quite 

widely, especially when optical densities are low on the pad 
[Mitchell and Kiefer, 19881. As more accurate methods of 
a+(h) measurement become available, (20) may be somewhat 
improved. Thus, if we keep in mind the uncertainties associ- 

ated with a+(A) measurements, a 0.111 value for RMSD,,,,,,, 
for over 2 orders of magnitude range of a +( 440) is really quite 
small, especially in comparison to the accuracy of most [chl a] 
algorithms (see below). 

As with a,(440), a,,,(440) can be related to single ratios, 

though larger RMSD,,,,,,, values will result. For instance, 

u,(440) = lo- I ,lX-2 Wlp-0 ‘,li,‘~~ 
(22) 

with RMSD,,,,,,, = 0.128 (& = 34.3%). Or, 

a,(440) = lo- I /l/II -2 SJ?p,iLII 757p;, 
(23) 

with RMSD,,,,,,, = 0.126 (e = 33.7%). Without the second- 
order polynomial, RMSD,,,,,,, value using pi5 would be 0.138 
(E = 37.4%). 

For the empirical a,(A) algorithms (see (20). (22) and 
(23)) values where 0,,(440) was less than 0.01 rn-’ (one 
station) and there were strongly stratified waters (two stations) 
were not included (denoted by squares in Figure 4). For the 
case where u,,>(440) < 0.01 rn-‘, the a+(A) values for the 
green wavelengths were negative, which may be due to invalid 
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measurements of a,](A) and/or a,,(h) for the sample, due to 
low or nonuniform pad loading or optical density. 

4.3. Chlorophyll a concentration [chl a] 

Our results are similar to the observations of Aiken et al. 
[ 19951 in that [chl u] is strongly correlated with pzsr p3j, and pa5 
(Figure 5). An empirical algorithm for [chl u] is 

with RMSD,,,,,,, = 0.218 (E = 65.2%). Figure 6c shows mea- 
sured [chl a] values versus those determined by (24). 

For a single ratio, 

[chlu] = 10 0 “90-l :lh,r?,+11.23?,,:~ ,. (23 

with RMSD,,,,,,, = 0.228 (e = 69.0%). For this (chl u] and R,, 
data set, RMSD,,,,,,, value is 0.229 if we drop the second-order 
polynomial in (25). 

Comparing the RMSD,,,,,,, values for [chl a] to that for 
a,(440), note that for the same data set, the RMSD,c,g,O value 

for [chl a] is much larger (a factor of -2) than for u,,(440). 
This is explained mathematically by the relationship, 

[chl a] = ab(440)ia;(440). (26) 

The chlorophyll a specific absorption coefficient, a’fb(440), is 
not a constant but varies by a factor of 5 or more [e.g., Morel 
and Bricuud. 1981; Sathyendrunath et al.. 1987; Bricaud et al., 
1988: Strumski and Morel. 19YO]. The fact that error in derived 
[chl LZ] is only twice that of derived ~~~(440) suggests that some 
of the variability in uy,,(440) covaries with [chl ~1. Figure 7 
shows the ~‘:~(440) values for this study, which ranged from 
0.02 to 0.2 m2 (mg chl))’ (except for one station with a >(440) 
< 0.01 m7 (mg chl) ‘). These values are consistent with values 
found in the literature [e.g., Bricnud et al., 1988, 19951. Because 
of this variation in a :;b( 440), the accuracy of estimating [chl u] 

will always be less than the accuracy of estimating 0,,,(440) 
from remote sensing. This is not surprising since for our data 

set. [chl a] varied over 3 orders of magnitude, while ~~(440) 
only varied over 2 orders of magnitude. Improvements of re- 
motely estimating [chl a] rely on understanding how the bio- 
optical properties [e.g., 0’~~(440)] vary with changes in the 
bio-optical domains. Note that our data sets covered both low- 
and high-latitude stations with sunny, oligotrophic as well as 
cloudy, upwelling waters. 

5. Validation 

Unfortunately, there are no independent absorption data 
sets available to test the accuracy of the absorption algorithms. 
However, there is a global chlorophyll a data set available 
[O’Reilly et al.. 19981, and we used this data set to test our 
chlorophyll a concentration algorithm. By applying (24) to this 
global data set, we got an RMSD,,,,,,, value of 0.191 or E = 
55.2% (r’ = 0.922, N = 919; also set Figure X), which is 
about the same as the results of other empirical algorithms 
[O’Rei& et al., 19981. If we use (25) with and without the 
second-order polynomial, the errors are RMSD,,,,,,, = 0.200 
(E = 58.5%) and RMSD,,,,,,, = 0.228 (E = 69.0%), rcspec- 
tively. These results and those of O’Reilly et al. [ 19981 demon- 
strate an improvement in reducing the difference between 
measured and modeled data by adding a second-order term in 
the empirical algorithms. Note that our data set used in the 
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Figure 6. Measured versus regression-determined (a) 
a,(440), (b) a&440), (c) [chl a]. 

algorithm development contained relatively more high- 
chlorophyll points (34% of them with [chl rz] > I .O), while the 
global data set contained relatively more low-chlorophyll 
points (1% of them with [chl a] > I .O). The consistency of 
our chlorophyll a algorithm with independent global measure- 
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0.01 

Figure 7. Values of a *,(440) versus chlorophyll a concentrations. 

ments suggests that our absorption algorithms have been de- 
veloped for waters expressing similar optical covariance as 
found for global waters. 

6. Summary 

Empirical algorithms for the absorption coefficients of sub- 
surface total and phytoplankton pigments at 440 nm were 
developed, and RMSD,,,,,,, values as low as 0.062 (15.3% for 
linear scale) for ~~(440) were found. The RMSD,,,,,, value for 
absorption due to pigments was 0.111 (29.1% for linear scale), 
while the RMSD,,,,,,, value for chlorophyll a concentrations 
was about twice that number. The absorption algorithms de- 
veloped here, though useful, require further testing with data 

from an even wider range of environments, while the [chl a] 

algorithm was tested using an independent global data set, 

providing an RMSD,,,8,,, value of 0.191 (55.2% for linear scale, 
N = 919). 

On the basis of this data set, we can most accurately estimate 

the total absorption coefficient from remote sensing, followed 

by the absorption coefficients of individual components (e.g., 

pigment), and finally, the concentrations of individual constit- 

uents (e.g., [chl a]). It is not surprising that the first two are 

optical properties, while the last is a biological property, which 

includes substantial variability as a function of phytoplankton 

type, light. nutrients, temperature, and perhaps other environ- 

mental factors. 

100 
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Figure 8. Comparison of algorithm-derived chlorophyll a concentration to in situ values for a global data 
set. 
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